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ABSTRACT
Artificial Intelligence (AI) systems are often difficult for users to
understand despite their widespread usage on digital platforms.
This hinders usability and can prevent users from effectively criti-
cizing AI systems or identifying new problem domains in which
AI may be useful. In my proposed doctoral work, I present a new
design framework for AI that extends Michael Mateas’s "Expres-
sive AI" to address poor AI understanding. Rather than attempting
to educate the public about AI, this framework helps AI systems
express a reasonable but limited "performance" of an AI system to
its user that fosters an appropriate mental model. I aim to create
this design framework by: (1) cataloging existing and discovering
new authorial affordances and conceptual metaphors are available
ti designers of AI systems (2) discovering what interpretive affor-
dances and folk theories laypeople have for interpreting AI systems
and (3) understanding how these combinations of authorial and
interpretive affordances foster various mental models.
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1 INTRODUCTION
Artificial intelligence is steadily becoming a core component of
technologies that directly impact users. Yet, the underlying algo-
rithms of these prevalent platforms often remain unclear to the
individuals using them, leading many to be unaware of their en-
gagements with AI systems [8]. This lack of understanding can
hinder users’ capacity to utilize, work in tandem with, and critically
evaluate AI technologies [9]. Users who encounter AI systems with
unclear capabilities or motivations for their behavior are often left
dissatisfied or frustrated with their interactions [2], leading some to
lose confidence in these technologies and ultimately abandon them
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[16]. This lack of continued use may prevent users from finding
other domains in which AI systems can be useful, and make it more
difficult for users to hold these systems accountable [6].

In order to address user dissatisfaction and encourage trans-
parency and accountability of AI systems, HCI practitioners have
taken to educate or explainAI systems to the public, notably through
the field of "Explainable AI" (XAI). XAI systems attempt to explain
to users why particular decisions were made by an AI [6, 13, 36].
However, both educational and explanatory interventions have
their limitations. AI edication takes time and resources both on
the part of the educator and the lay user. Additionally, lay user’s
ability to develop a strong grasp of AI or interpet AI explanations
may be limited. AI Explainable systems responsible for explaining
decisions made by AI systems that have a large number of parame-
ters like LLMs or DNNs often rely instead on additional AI models
to generate post-hoc explanations [32], but cannot generate direct
explanations for the behavior of the system. While there are many
domains in which these limitations may not be a concern, when
dealing with lay users who use AI systems less frequently, they
may be a more significant barrier to helping the public understand
AI.

In my doctoral work, I propose a design framework that extends
Michael Mateas’s concept of "Expressive AI" to offer a new strat-
egy to combat poor AI understanding [24]. The aim of the design
framework in this proposed doctoral work is to pave the way for
AI systems which can be used in an educated manner without ad-
ditional explanation. To do this, instead of putting the onus on
the user to learn about AI, this framework puts the onus on the
designer to "express" a reasonable story about how the AI works to
the user. In doing so, this framework sacrifices accuracy for utility,
fostering a reasonable mental model for the system in users rather
than trying to explain exactly how it works.

Mateas’s work crucially describes interactions with AI systems
as an act of theatre. An AI system, he argues, conveys a constella-
tion of ideas and experiences from the creators of the AI system to
the audience through a cultural artifact: the AI system. He argues
this is analogous to how a playwright might convey a constellation
of ideas and experiences to an audience through a play. He then
crucially introduces the concept of "authorial affordances" to de-
scribe the tools available to the creators of AI systems to convey the
story of how an AI systems works to an audience and the concept
of "intepretive affordances" to describe the tools available to the
users of AI systems to interpret and understand that story.

My proposed doctoral work will show how an AI system can
"perform" intelligence to its user and foster an appropriate mental
model for how the system works. I aim to do this by: (1) cataloging
existing and discovering new "authorial affordances" for an AI
system, like conceptual metaphors for AI agents, (2) discovering
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what "interpretive affordances" users have for AI systems, like folk
theories, and (3) understanding what mental models are fostered by
these affordances. My doctoral work will likely combine methods
from design theory, Explainable AI, interview studies, media theory,
systems building, and art-science collaboration.

1.1 Research Questions
I propose the following set of research questions:

(1) What inaccuracies in mental models for AI systems should
be prioritized over others?

(2) What existing "authorial affordances", like conceptualmetaphors,
are being used to design AI agents today? How and when
are these metaphors used?

(3) What existing "interpretive affordances," like cultural narra-
tives and folk theories, are users using to interpret AI agents?
How and when are these interpretive affordances used?

(4) What new and appropriate authorial affordances or concep-
tual metaphors might be created for AI systems?

(5) How do particular pairings of authorial and interpetive af-
fordances influence the mental models users develop for AI
systems?

2 LITERATURE REVIEW
This literature review is split into four sections: (1) Core Ideas, AI
Expressivity, and Mental Models (2) AI Explainability (XAI), (3)
Authorial Affordances: Interface Metaphors, and (4) Interpretive
Affordances: Folk Theories. The first section focuses on establishing
core concepts for this dissertation. The second, AI Explanability,
highlights a large subfield of HCI which is doing research which
most strongly resembles that of my own work. Recent work in
human-centered AI explainability (HCXAI), in particular, aims to
generate explanations that account for the cultural context in which
a explanation is provided. The last two sections, Authorial Affor-
dances and Interpretive Affordances, focus on the existing body
of work in HCI which describes how designers can convey how
systems work to users and how users make sense of unfamiliar
systems.

2.1 Core Ideas: AI Literacy, Mental Models, and
Expressivity

In this section I focus on core ideas for this proposed dissertation:

(1) What is AI Literacy?, Long et Al (2020)
(2) Mental Models for AI Agents, Gero et al (2020)
(3) Expressive AI: A Hybrid Art and Science Practice, Michael

Mateas (2001)

The core ideas that undergird my proposed design framework
are (1) that there are a set of competencies which all people should
have when they use an AI system, (2) that users can develop useful
mental models for AI systems even if they only approximately
satisfy these competencies, and (3) that these mental models can
be fostered through design. What is AI Literacy? lays out these
competencies; Mental Models for AI Agents describes the value of
having mental models for AI systems even if they are not perfectly
accurate; Expressive AI lays out a model for Human-AI interaction

that discusses how designers can guide user understanding using
techniques from the arts.

AI literacy refers to a set of competencies that enable individuals
to critically evaluate and understand the principles behind AI [22].
This understanding includes the ability to interact effectively with
AI, comprehend its implications, recognize its capabilities and limi-
tations, and understand ethical considerations. AI literacy encom-
passes not just the functional use of AI but also an understanding of
its underlying concepts, enabling individuals to be informed users,
consumers, and potentially contributors to AI-based technologies.

What is AI Literacy? [22] discusses the growing integration of
AI in everyday technology and the general public’s limited un-
derstanding of these systems. The authors argue the necessity for
more research in Human-Computer Interaction (HCI) focused on
what competencies users need to effectively interact with and criti-
cally evaluate AI and how to design AI technologies that enhance
user understanding. They propose a concrete definition of AI lit-
eracy, synthesizing interdisciplinary literature into a set of core
AI literacy competencies and design considerations for developing
learner-centered AI. These insights are organized into a conceptual
framework derived thematically from various literature sources,
aiming to initiate discussions and guide future AI literacy research
within the HCI community. The paper emphasizes the importance
of AI literacy in the face of common misconceptions and the poten-
tial societal impact of AI technologies, advocating for educational
strategies that can foster a deeper understanding of AI among all
users.

AI Literacy is of particular importance to this proposed doctoral
work because it describes what knowledge and competencies AI lay
users need in order to be effective users of AI systems. AI Literacy,
as it’s currently conceived of in the HCI literature, frames poor AI
understanding as an educational problem. Some of the co-authors
ofWhat Is AI Literacy? [22] have gone on to host workshops and
write additional papers that describe more specific educational
methods and intervention for helping the public achieve AI literacy
[21, 23]. Further educational interventions have been created in
recent years, occasionally in the form of games, which attempt to
help users understand AI reasoning [25]. However, in my proposed
doctoral work, I focus on what can be done to foster reasonable and
appropriate mental models for these systems without additional
explanation or education. While the AI Literacy paper encourages
educational initiatives to achieve AI competency, I aim to foster
quick, approximate competencies through culturally-aware design.

This design vision is based on the idea of a "mental model." A
mental model is a user’s internal representation of how a system
works formed through experience, perception, and learning [12].
Mental models help us predict outcomes, solve problems, and de-
velop new concepts. They do not necessarily accurately reflect how
a system actually works, but serve a valuable utility [27]. In UX
Design, understanding user’s mental models helps designers create
interfaces that are more intuitive [20].

In Gero’s CHI paper talk about the paper Mental Models of AI
Agents in a Cooperative Game Setting she draws an analogy between
mental models and STEM education. In STEM education, a mental
model is a student’s conception of how a particular scientific con-
cept works, while a conceptual model is the scientific community’s
consensus about how a particular scientific concept works. Mental
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Figure 1: CHI talk of Mental Models of AI Agents in a Cooper-
ative Game Setting

models are incomplete, limited, unstable, unscientific and lack firm
boundaries. Yet the aim of STEM education is to purposefully foster
these mental models because each subsequent mental model will
bring the student a step closer to the correct conceptual model.
For example, though it is the case that Newtonian physics is no
longer taken seriously within the physics community, Newtonian
physics continues to be taught in high school STEM education [10].
This is because though Newtonian physics is less accurate than
more broadly accepted models in physics like General Relativity
and Quantum physics, Newtonian physics provides students a rea-
sonable and accessible understanding of physics at an earlier age.
The students can use this understanding, even if it isn’t perfect.

The paper Mental Models of AI Agents in a Cooperative Game
Setting, Gero et al, explores how individuals construct mental mod-
els of AI systems in the context of a cooperative word guessing
game. The research team conducted think-aloud studies where par-
ticipants played a game with an AI agent, and through thematic
analysis, identified characteristics of the mental models formed by
the participants. A large-scale study was also conducted online,
where participants played the game with an AI agent and com-
pleted a post-game survey to probe their mental models. One key
finding was that participants who were more successful in the game
tended to have more accurate estimations of the AI agent’s abilities.
The paper notes that understanding the underlying technology is
insufficient for developing appropriate mental models. The paper
introduces three key components for the development of large scale
mental models: (1) Global behavior, which encompasses actions
and reactions of the AI system, and how it might adapt to various
situations and other contexts, (2) Local Behaviour, which encom-
passes responses to AI’s decisions and actions at the micro level,
and (3) Knowledge Distribution, which refers to what domains of
knowledge the AI has access to and how it interprets and uses this
information. These components are of particular interest to this
proposed doctoral work because they describe what is needed in
order for a lay user to form a strong mental model of an AI sys-
tem. By synthesizing the competencies laid out by Long and the
key components to the mental model for an AI agent in Gero et
al, my doctoral work will in part aim to map out the space of AI
competencies so that designers can make informed decisions about
trade offs between utility and accuracy.

Part of the advantage of using mental models to consider Human-
AI interaction is that for large AI models like Deep Neural Nets or
Large Language Models, there is no broadly accepted conceptual
model for all of the system’s behaviour [35]. While the techniques
for training these models were consciously designed, the behaviour
these AI systems exhibit after they have been trained can often
be difficult to explain. Therefore, mental models may be the only
option for these large options.

In Expressive AI: A Hybrid Art and Science Practice by Michael
Mateas [24] explores the intersection of artificial intelligence (AI)
and art, introducing the concept of "Expressive AI." Pulling from an
art-science hybrid practice and drawing an analogy between the
dynamic between artist and audience, Mateas proposes thinking of
the interaction between AI creator and user like that between play
director and audience member. The AI itself can be thought of as
an artifact built by creators that communicates a constellation of
ideas and experiences to an audience, much like how a play com-
municates a constellation of ideas and experiences to its audience
members. Mateas argues that this contrasts from previous models
of building AI, which aim to build intelligent agents which are
intelligent independent of a particular observer or cultural context.
Rather, in Expressive AI, an agent is intelligent insofar as it can
perform as intelligent within a particular cultural context. Mateas
notes that the experience of a user of an AI system is therefore in-
fluenced by the "authorial affordances" of the creators, the tools the
creators have available to articulate a particular story about what
the AI is doing, and the "interpretive affordances" of the audience,
meaning the resources the user has available to understand such a
story. This is significant to my doctoral work because this system
aims to change what lay users of AI think and know about these
systems by building off of what lay users already know. Lay users
already have a variety of cultural touchstones for interpreting AI
and behavior more broadly based on their interactions with other
people and animals, and previous depictions of AI agents like HAL
in 2001 a Space Odyssey or the replicants from Blade Runner. By
acknowledging cultural context, this design framework proposes
building systems which navigates and builds off this prexisting
knowledge in order to foster apprropriate mental models in the
user.

There are already several examples of AI systems which, through
a combination of authorial and interpretive affordances, shape
the user’s mental model. The Eliza AI chatbot, created by Joseph
Weizenbaum in 1966 at the MIT AI Lab, was a bot which mim-
icked the behavior of a Rogerian psychologist by taking small key
phrases from user responses and turning them into question forms.
Users often had lengthy conversations with this very simple AI
agent, and perceived it to be more complex than it actually was
[30]. Noah-Wardrip Ruin describes three effects which systems can
have on user mental models: the Eliza effect, the Tale-Spin effect,
and the Sim City effect. The Eliza Effect causes a user to think that
a system is more complex than it actually is, the Tale-Spin less
complex, and the Sim City effect causes the user to understand the
system’s internal operations [34]. Recent studies about metaphori-
cal representations of agents have revealed similarly drastic effects
depending on user mental models, and will be discussed in more
depth later in the literature review [14, 15].
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Figure 2: Expressive AI: A Hybrid Art-Science Practice

2.2 Explainable AI (XAI)
In this section I focus on core ideas for this proposed dissertation:

(1) Questioning the AI: Informing Design Practices for Explainable
AI User Experiences, Liao et al (2020)

(2) Charting the Sociotechnical Gap in Explainable AI: A Frame-
work to Address the Gap in XAI, Ehsan et al (2023)

Explainable Artificial Intelligence (XAI) refers to methods and
techniques in the application of artificial intelligence technology
(such as machine learning models) that make the results of the solu-
tion understandable and interpretable by human experts. XAI is cru-
cial for critical decision-making processes, especially in sectors like
healthcare, finance, and defense, where a human understanding of
an AI’s decision-making process is necessary for safety, compliance,
and trust. This field seeks to create a suite of new AI techniques that
produce more explainable models while maintaining a high level of
learning performance (accuracy, precision, recall, etc.), and enable
human users to understand, appropriately trust, and effectively
manage the emerging generation of artificially intelligent partners.
XAI is gaining prominence as a solution to the "black box" problem,
helping to bridge the gap between AI’s advanced capabilities and
the human need for trust and comprehension.

More recently, attention has shifted to the ways in which XAI
fails to provide explanations that are useful to humans in prac-
tice. This has spurred the creation of another subfield known as
Human-Centered Explainable AI (HCXAI) [19]. HCXAI empha-
sizes the importance of explanations being intuitive and easily
digestible for the end-users, regardless of their technical expertise.
It involves interdisciplinary research, combining cognitive science,
human-computer interaction, design, and ethics to develop AI sys-
tems that support collaboration, build trust, and make complex
AI systems accessible and comprehensible. By focusing on these
aspects, human-centered XAI facilitates more effective human-AI
collaboration, ensuring that automated decisions enhance human
decision-making processes rather than obscure them with difficult
to comprehend machine logic.

Questioning the AI: Informing Design Practices for Explainable AI
User Experiences, Liao et al [18], discusses the challenges of HCXAI.

The authors conducted interviews with 20 UX and design practition-
ers working on various AI products to understand the real-world
user needs for AI explanations and to identify gaps between ex-
isting XAI algorithmic work and practical applications. The paper
highlights that while there is a surge in algorithmic work aimed
at making AI systems explainable, there is a significant disconnect
between these technical explanations and the actual information
needs of users, particularly those without deep technical knowledge.
One key issue identified is that explanations generated by current
XAI approaches often do not satisfy the practical needs of users,
such as doctors seeking to understand AI-based diagnostic sugges-
tions. To bridge this gap, the authors advocate for a user-centered
approach to XAI, calling for interdisciplinary collaboration and the
development of systems that consider the user’s perspective and
context.

Another paper, Charting the Sociotechnical Gap in Explainable
AI: A Framework to Address the Gap in XAI [7] focuses on the gap
between what can be technically supported by XAI and the actual
social needs of the users. The authors argue that understanding and
addressing this gap is crucial for the effective implementation of
XAI, especially as these systems are increasingly deployed in high-
stakes domains like healthcare, finance, and criminal justice. To
chart this sociotechnical gap systematically, the authors introduce
a framework derived from a series of workshops in two different
domains: sales and mental health. This framework connects AI
guidelines in the context of XAI, providing actionable insights to
improve explainability. Once the framework was developed, the
research team tried it in a new domain, cybersecurity, to test its
efficacy. This paper is useful to my proposed doctoral work in
part because it highlights the difference between explainability
and actionability. Actionability describes the propensity for an
explanation to spur a user to take on further action. This is similar
to my proposed design framework, which emphasizes the utility
of approximate mental models for AI over accuracy. I can now
consider actionability as one of the ways in which a mental model
may be more useful.

2.3 Authorial Affordances: Conceptual
Metaphors

In this section I focus on work around conceptual metaphors in AI
systems:

(1) Conceptual Metaphors Impact Perceptions of Human-AI Col-
laboration Khadp et al (2020)

(2) Great Chain of Agents: The Role of Metaphorical Representa-
tion of Agents in Conversational Crowdsourcing Junge et al
(2022)

The idea of a "conceptual" metaphor dates back to the late 1970s,
where linguists like George Lakoff, Mark Johnson, and Michael
Reddy began to expand the definition of a metaphor beyond its
usage as an abnormal part of speech or literary device [17, 29].
These scholars argued that any form of analogous thinking, in
which one concept or set of experiences is compared to another,
could be considered a metaphor. This definition of a "conceptual"
metaphor was much broader and described a fundamental part
of learning and thinking. When a new or unfamiliar concept or
experience is introduced, others will often try and interpret or
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compare this concept or experience with more familiar ones in
order to understand it. Conceptual metaphors are a crucial part of
the learning process.

Conceptualmetaphors are a form ofmetaphor inHuman-Computer
Interaction which enables a user to understand how a computing
system should be used or works by exploiting knowledge the user
has from another domain. Interface metaphors are critical for help-
ing everyday people develop quick, unconscious understandings
of digital systems without additional education [26]. Recent work
shows that these quick, unconscious understandings of AI can lead
to a more rich understanding of how an AI system behaves in prac-
tice than their slower, more considered developed counterparts [12].
Finding effective conceptual metaphors for AI is therefore critical.

The most famous example of a conceptual metaphor in HCI is
the "desktop metaphor." Introduced by Xerox PARC in the 1970s
and popularized by Apple’s Macintosh in the 1980s, this metaphor
enabled lay users to understand the computer as a physical work
table [1] by embodying virtual elements (e.g., files, folders, trash
cans) that mimicked the physical office environment. This made
computers more accessible to the general public at an time in history
when they still needed to be won over. Conceptual metaphors
can also be important because strong underlying metaphorical
structures to UIs can help users adapt to new changes with updates
[33].

The concept of an interface is related to that of a skeuomorph,
which is an object that retains ornamental design cues from struc-
tures that were necessary in previous version of a technology [28].
For example, most "Phone" app on smartphones still use the icon of
a phone receiver with a handle and most "Mail" apps use a physical
envelope as an icon even though neither receivers with handles nor
physical envelopes are used with smartphone technology. These
structures—at least when they were first introduced—cued users
to interpret cell phones and email using previous experiences with
landlines and phyiscal mail;. They are therefore a form of conceptual
metaphor conveyed through an interface to help users understand
how to approach a new technology.

Conceptual metaphors could be used to help users gain a reason-
able understanding of an AI system. A recent example of a novel
metaphor for AI comes from the science-fiction author Ted Chiang
who recently penned a widely publicized article in The New Yorker
stating that the Internet is a reasonable metaphor for ChatGPT:
it possesses an incredible breadth of knowledge, but is also laden
with inaccuracies, follies, and biases [4]. This metaphor doesn’t
fully capture how ChatGPT works, but reasonably helps the public
develop a mental model for the system. ChatGPT’s interface could
be redesigned in such a fashion that the user got the impression
that, rather than speaking to an AI agent, they were communicating
with the Internet at large. This could be done with an animation
of a browser clicking through web pages that suggests ChatGPT is
actively consulting sources on the Internet before it responds, or by
presenting ChatGPT’s responses in the form of a web page rather
than a chat response.While none of these interfaces would perfectly
accurately articulate how ChatGPT works, they would give the user
a metaphor that might appropriately set their expectations for the
capabilities and behavior of the system: namely, that ChatGPT has
a tremendous breath of knowledge, but mixed accuracy.

Recent work suggest that conceptual metaphors can have a se-
rious effect on how users perceive AI systems. For example, in
the paper Conceptual Metaphors Impact Perceptions of Human-AI
Collaboration, Khadpe et al [15] ran a study in which users inter-
acted with what they thought were chatbots staged with differing
conceptual metaphors but were secretely people. The researchers
explore how presenting different metaphors for the AI agent, like
"toddler," "middle schooler," "young student," or "shrewd travel exec-
utive," influenced user expectations and subsequent evaluations of
AI agents. Metaphors associated with lower competence are rated
higher for usability, adoption intention, and cooperation, despite
the common practice of portraying AI agents as highly competent.
The researchers advocate for a nuanced approach to communicat-
ing AI capabilities, balancing attractive AI agent metaphors with
realistic ones to prevent user disappointment and system abandon-
ment. This study underscores the significant impact conceptual and
interface metaphors can have on user experience and provides a
preliminary set of conceptual metaphors and authorial affordances
that could be incorporated into the design framework I aim to create
in my proposed doctoral work.

Another recent work, the paperGreat Chain of Agents: The Role of
Metaphorical Representation of Agents in Conversational Crowdsourc-
ing, Jung et al [14], adopts the ’Great Chain of Being’ framework
to systematically explore the impact of non-human metaphors on
worker engagement with AI chatbots in crowdsourcing environ-
ments. The study focused on how different human and non-human
metaphors influence worker engagement, cognitive load, intrinsic
motivation, and trust in the agents. The researchers found that
metaphorical representations, particularly non-human ones, signif-
icantly affect these factors. For instance, using an inorganic object
metaphor (like a book) can reduce cognitive load but might nega-
tively impact workermotivation. The study highlights the trade-offs
involved in using different metaphors and underscores the signif-
icant impact these metaphors can have on user experience. The
large difference in user experience suggests that users may also
have variant mental models for the behavior of these AI systems.
This could be researched further in my proposed doctoral work.

2.4 Interpretive Affordances: Folk Theories
In this section I focus on work with folk theories in HCI:

(1) What’s the Folk Theory? Reasoning about Cyber Social Systems,
French et al (2017)

(2) How People Form Folk Theories of Social Media Feeds, DeVito
et al (2018)

The concept of "folk theories" in Human-Computer Interaction
(HCI) refers to the informal, often subconscious beliefs and assump-
tions that users hold about how technologies work [11]. These the-
ories are not typically based on technical knowledge but are rather
constructed from users’ everyday experiences, cultural context, and
interactions with technology. They are intuitive and change as new
information and experiences are introduced. The particular cultural
narratives, popular conceptual metaphors, and shared beliefs of a
society all strongly influence how folk theories are formed. They
may nor may not align with how a particular technology actually
works.
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Folk theories have a great deal of overlap with mental models
as they were originally described by Donald Norman in the HCI
literature. But while Norman describes mental models as a rep-
resentation of how a person believes a system operates through
experiences with a technological system [27], folk theories are in-
tuitive explanations users have for systems which come in large
part from belief systems and cultural narratives about how those
systems work.

In HCI, folk theories are of particular importance because they
can help designers create more intuitive and user-friendly technolo-
gies by aligning with or building off of existing user beliefs. Folk
theories help predict how a user might interact with a system and
what aspect of the system they might find confusing. Designers
can then use this knowledge to anticipate problems the user may
encounter while using their system, and find ways to ease these
problems for the user.

In my proposed doctoral work, folk theories for AI are of partic-
ular importance because they are a type of interpretive affordance.
Folk theories for AI describe how users reason about an AI system
intuitively within a particular cultural context. Because the aim of
my proposed doctoral work is to allow lay users to gain a reason-
able understanding of how an AI system works without additional
labor, folk theories most closely approximate the type of reasoning
which I anticipate my users having to go through. If I can discover
some folk theories for AI systems, than I have discovered some
interpretive affordances.

There are a few works in the HCI literature that discuss folk
theories. In What’s the Folk Theory? Reasoning About Cyber-Social
Systems French et al [11], the research team focuses on how folk
theories effect people’s interactions with Twitter and Facebook. The
authors introduce a three-phase paradigm for identifying and under-
standing folk theories. The first phase involves discovering concep-
tual metaphors that users associate with a system, using a unique
survey that encourages participants to propose their metaphors.
The second phase identifies underlying folk theories through factor
analysis of these metaphors. The third phase specifies the character-
istics of each folk theory using semantic differentials. The authors
apply this paradigm to study folk theories about the Facebook News
Feed and Twitter Feed, and identify four primary folk theories: the
rational assistant, the unwanted observer, the transparent platform,
and the corporate black box. This paper is of particular use to my
proposed doctoral work because it lays out a method via which one
can both identify conceptual metaphors for a technological system
and then use these conceptual metaphors in order to identify the
folk theories for a particular system. One reasonable study to pursue
in my proposed doctoral work would be to use the same methods
to determine conceptual metaphors for AI and then identify folk
theories for AI systems.

Another important paper on folk theories in HCI is the paper
How People Form Folk Theories of Social Media Feeds and What It
Means for How We Study Self-Presentation DeVito et al [5]. In this
paper, the authors argue that proprietary algorithms curating social
media feeds on platforms like Facebook and Instagram create chal-
lenges for users who wish to manage how they present themselves
online. These algorithms, often opaque and unpredictable, curate
content in a user’s feed, affecting which posts are visible to others
and potentially influencing perceptions of the poster. For instance,

the authors argue that curation algorithms effect the context in
which a particular post is perceived and effects what likes and com-
ments the post will get, which in turn effects user’s perceptions
of the post. The authors conducted a semi-structured interview
study with 28 participants to learn how folk theories about social
media feeds curation formed. They found that individuals draw
from various information sources to form their folk theories, sug-
gesting these beliefs are more complex, multifaceted, and adaptable
than previously understood. This paper is of particular use for my
proposed doctoral research because it describes how folk theories
are formed. Knowing how folk theories are formed allows designers
of AI systems to engineer their designs to provoke particular folk
theories. This technique could be used to create the type of AI tools
I envision, which lay users can understand the capabilities and be-
haviours of quickly without having to pursue additional education
or be provided additional explanations.

3 ANALYSIS
In this section, I synthesize what I have learned from the literature
review in order to describe a tentative path forward for this project.
My aim in this analysis is to identify specific methods from these
papers which may be appropriate to use in my own work. I also
compare and contrast the merits of these different subfields and
approaches and describe how I see my own project fitting in with
this existing body of work. Finally, I propose a few prospective
projects which I may pursue in my doctoral research and highlight
what contributions I hope to make to the field.

The body of work on "folk theories" in HCI already identifies that
there is a relationship between conceptual metaphors, folk theories,
and mental models for HCI [11]. Each of these terms describes
how a user who is unacquainted with a new technology forms
an understanding of how the system works without additional
knowledge or explanation. Conceptual metaphors are most closely
aligned with the lineage of design theory, and are often conveyed
to users through UX features; folk theories are closely aligned with
scholarship from communications andmedia studies which describe
how a particular object is depicted in culture; mental models are
most closely aligned with cognitive science, which describes the
relationship between a user and a technological device as a closed
system in which a symbolic mental representation forms in the
user from interaction.

All three of these approaches and methods used in these respec-
tive studies have something valuable to contribute to my proposed
doctoral work. One of the stated goal of my research is to under-
stand how users make sense of systems (interpretive affordances)
so that designers of AI systems can design in such a fashion that
users can obtain a reasonably accurate understanding of the system
without additional work. UX features, cultural context, and the
cognition of the user will all influence how users make sense of the
system and all must be considered when designing AI systems so
that they can easily be understood. Mental models notably develop
over the course of a user’s experience with a particular system,
whereas folk theories are often rooted in exogenous factors, such
as narratives about the system in the media and conversations with
other users. The former likely has more significance with more
experienced users of an AI system, while the latter may have more
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influence on less experienced or casual users. One aim of this pro-
posed doctoral work may be to determine the bearing each has
on mental models. Is it necessarily the case that more experienced
users of an AI system develop a more accurate mental model for
how an AI system works? What factors might influence how well
a user forms a particular mental model or folk theory over time?

By extending Michael Mateas’s model Expressive AI model, I
hope my project contributes a design framework for Human-AI in-
teraction that expands our conception of HCXAI. Instead of asking
how we can effectively explain AI or educate the public about AI,
my work will ask how we can reasonably convey AI to the public
through design decisions. This will be the first HCI work of its
kind to synthesize concepts from HCXAI and Expressive AI. Until
now, Expressive AI has largely been referenced in game studies
and discussions of AI art hybrid practices. My work is the first to
propose Expressive AI may have utility in modern XAI discourse.

3.1 Future Work
I have ideas for several prospective papers. In one paper, I may
catalog the existing conceptual metaphors and folk theories for
AI. In order to do this, I will take a cue from a paper previously
discussed in this review [11] and use a questionnaire based on the
unique probing questionnaire used by that research team and per-
form a similar factor analysis of the metaphors in order to identify
folk theories. Another paper of mine aims to generate new concep-
tual metaphors for AI by hosting a collaborative workshop with
artists and scholars. Pulling from prior work of mine [3] by other
HCI practitioners [31], I aim to run a workshop with artists across
disciplines and scholars with the aim of having artists devise new
conceptual metaphors for AI beyond those that are traditionally
part of public discourse around AI (for instance: AI as oracle, AI as
assistant, etc..) Lastly, I would like to one of these new metaphors
generated from the workshop and incorporate into the UX of an
AI system. For instance: suppose that one of the new metaphors
that was generated for the curation of posts on a user’s feed on
Instagram was that of a series of cars in different lanes trying to
merge or cut into one lane in the middle, signifying the actual feed.
In a future study, I would aim to make a new version of the Insta-
gram app that displays an animation to the user that indicates this
is what’s happening. For instance, when the user starts up the faux-
Instagram app, a large number of posts may appear on different
parallel lanes which scroll down and merge into one single feed.
After showing this app to users, I would to solicit feedback about
how this changed the folk theory or mental model which the users
used to explore the research. Lastly, I would like a synthesis paper
that consolidates some of these studies to form an overarching set
of design principles that allow an AI practitioner to evoke particular
mental models.
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